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Introduction-Latent Causal Structure

Teacher’s burnout model [Byrne, 2010]

Stress coping model [Silva, JMLR’2006]

Open Problem: How do we learn the underlying latent structure
Only from observed variables?

Topic model [Chen, AIJ’2017]

SIMKAP model [Himi, Cognition’2019]

Circle nodes are unobserved
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Related works
q Measurement-based model: All latent variables have directed measured 

variables as children in the system [Bollen K A, 1989; Spirtes et al., 2000; Silva 
et al., JMLR’2006; ; Cui et al., UAI’2018; Shimizu et al., Neurocomputing2009; 
Kummerfeld and Ramsey, KDD’2016; Cai et al., NeruIPS’2019; Xie et al., 
NeruIPS’2020 Chen et al., AAAI’2022]…

q Latent tree model: Each latent variables have at least three neighbors and there 
is only one path between every pair of variables in the system [Pear, 1988; Choi 
et al.,JMLR’2011; Zhang, JMLR’2004; Poon et al., ICML’2010; Harmeling & 
Williams, TPAMI’2010; Mourad et al., JAIR’2013; Zhang & Poon, AAAI’2017; 
Etesami et al., Neural Computing’2016; Drton et al., Bernoulli’2017]…. 

(c)
Latent Hierarchical Structure

(a)
Measurement-based Structure

(b)
Latent Tree Structure
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Problem Setup
[Linear Latent Hierarchical Structure Model] Let X={X1,…, Xm} denote the set of 
observed variables, and L ={L1,…, Ln} denote the set of latent variables. All variables 
V = X∪ L are generated according to a particular type of linear causal model:

Find the sufficient conditions that render the causal structure of 
a latent hierarchical model identifiable!

An example of latent  hierarchical structure
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Sufficient Conditions for Model Identification 

(a) An example of the minimal latent hierarchical structure, (b) A counter-example of the minimal 
latent hierarchical structure.

Condition 2 ensures that the structure among latent variables does 
not include any “redundant” latent nodes.

Condition 1 [Non-Gaussianaity] All noise terms of variables V follow non-Gaussian 
distributions.

+
Condition 2 [Minimal Latent Hierarchical Structure] (1) each latent variable has at 
least three neighbors, and (2) each latent variable has at least two pure children.

Condition 1 is essential to identify causal directions between any two 
variables.
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GIN condition-Testing “d-separation” in latent variable model

DEF[Generalized Independent Noise(GIN), condition, Xie et al., 2020] 
(𝒁, 𝒀) follows the GIN condition iff there exists non-zeros 𝜔 such that  𝜔!𝒀
is independent from 𝒁, where 𝜔!𝔼 𝑌𝑍! = 0 .
Graphical criterion: If (𝒁, 𝒀) follows the GIN condition, there is an exogenous subset of
the common cause of 𝒀 to d-separate from 𝒀 from 𝒁.

F. Xie, R. Cai, B. Huang, C. Glymour, Z. Hao, and K. Zhang. Generalized Independent Noise Condition for Estimating Latent Variable Causal Graphs. NeurIPS 2020.

-RE�&KDOOHQJH -RE�6DWLVILFDWLRQ

6SRXVDO�6XSSRUW

;� ;� ;� ;� ;�

;� ;� ;�

;�;��

;��;��
;��



7/26

GIN condition-Testing “d-separation” in latent variable model

Graphical criterion: If (𝒁, 𝒀) follows the GIN condition, there is an exogenous subset of
the common cause of 𝒀 to d-separate from 𝒀 from 𝒁.

F. Xie, R. Cai, B. Huang, C. Glymour, Z. Hao, and K. Zhang. Generalized Independent Noise Condition for Estimating Latent Variable Causal Graphs. NeurIPS 2020.

-RE�&KDOOHQJH -RE�6DWLVILFDWLRQ

6SRXVDO�6XSSRUW

;� ;� ;� ;� ;�

;� ;� ;�

;�;��

;��;��
;��

({𝑋!, 𝑋", 𝑋#}, {𝑋$, 𝑋%, 𝑋&}) follows GIN condition, then the exogenous subset of the commo
n cause of {𝑋$, 𝑋%, , 𝑋&}, i.e., Job Challenge d-separates {𝑋$, 𝑋%, 𝑋&} from {𝑋!, 𝑋", 𝑋#}。

𝒀 𝒁

𝒀𝒁

DEF[Generalized Independent Noise(GIN), condition, Xie et al., 2020] 
(𝒁, 𝒀) follows the GIN condition iff there exists non-zeros 𝜔 such that  𝜔!𝒀
is independent from 𝒁, where 𝜔!𝔼 𝑌𝑍! = 0 .
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Model Estimation
o Step 1-Locate all latent variables

• P1. Identify causal clusters from the active variable set
• P2. Determine the number of new latent variables that need to be 

introduced for these clusters
• P3. Update the active variable set

o Step 2-Infer the causal structure among the identified latent variables
• P1. identify the causal order among latent variables 
• P2. remove redundant edges

Notice that the number of latent variables and the level of the 
structure are unknown!
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Illustration of Step 1
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Illustration of Step 1

E.g., 𝐘 = {𝑋!, 𝑋"},we have (𝐗\{𝑋!, 𝑋"}, {𝑋!, 𝑋"}) follows GIN condition.

{𝑋!, 𝑋"} is a global cluster!

Implies



11/26

Illustration of Step 1

Implies

ℛ%

ℛ$

ℛ&
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Illustration of Step 1

E.g., (𝐗\{𝑋!, 𝑋"}, {𝐿#, 𝑋!#}) follows GIN condition.

(𝐗\{𝑋!, 𝑋"}, {𝑋!, 𝑋!#}) follows GIN condition.

iff
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Illustration of Step 1
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Illustration of Step 1
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Illustration of Step 1
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Illustration of Step 1
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Illustration of Step 1



18/26

Illustration of Step 2

({𝐿", 𝐿$}, {𝐿", 𝐿%, 𝐿&}) follows GIN condition 
while ({𝐿%, 𝐿$}, {𝐿", 𝐿%, 𝐿&}) violates GIN condition.

𝐿" ≻ 𝐿%

Imply
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Illustration of Step 2

({𝐿', 𝐿$}, {𝐿', 𝐿(, 𝐿&}) follows GIN condition 
while ({𝐿(, 𝐿$}, {𝐿', 𝐿(, 𝐿&}) violates GIN condition.

𝐿' ≻ 𝐿(

Imply
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Identification Result

The latent hierarchical structure is identifiable under assumptions 
of non-Gaussianity and minimal latent hierarchical structure.
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Simulation Results

o 4 cases, with different latent structures, including measurement-based 

(Case 1~2) and tree-based (Case 3) structures

o Can we recover the ground-truth structure, including causal direction?
• Structure Recovery Error Rate: measure falsely recovered the graph
• Error in Hidden Variable: measure omitted latent variables
• Correct Ordering Rate: measure the correction of the causal directions



22/26

Simulation Results

o 4 cases, with different latent structures, including measurement-based 

(Case 1~2) and tree-based (Case 3) structures

o Can we recover the ground-truth structure, including causal direction?
• Structure Recovery Error Rate: measure falsely recovered the graph
• Error in Hidden Variable: measure omitted latent variables
• Correct Ordering Rate: measure the correction of the causal directions

OursOurs Ours
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Application to multitasking behavior Data  

Ours

• Consistent with the hypothesized 

model given in Himi et al., 2019

• The data set consists of 202 samples
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Conclusion

• Essential to learn linear latent hierarchical structure 

• Provide sufficient conditions for structural identifiability

• Future work: n-factor model, nonlinear hierarchical structure…
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